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(PDEs with rough input data)



Motivation

Consider your favorite well-posed variational formulation of a PDE ...
⇢

Find u 2 U such that:
b(u, v) = `(v), 8v 2 V.

R. Araya, E. Behrens, R. Rodŕıguez. A posteriori error estimates for
elliptic problems with Dirac delta source terms.
Numer. Math. (2006) 105:193–216.

J.P. Agnelli, E.M. Garau, P. Morin. A posteriori error estimates for
elliptic problems with Dirac measure terms in weighted spaces.
ESAIM: Math. Model. Numer. Anal. (2014) 48:1557–1581.
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Other examples of rough linear functionals

I Singular functions: `(v) =

Z

⌦

f v .... with a singular f .

I Action over the derivatives: `(v) =

Z

⌦

~F ·rv .

(~F could be singular as well!)

I Point sources: `(v) = h�x0 , vi = v(x0).

I Line sources: `(v) =

Z

C

'v ..... where C is a contour.

I Surface sources: `(v) =

Z

S
 v ..... where S is a surface.

:



Regularization idea:

I Find a regularized RHS `H ⇡ ` such that k`� `HkV⇤ is controlled.

I Using `H we define the regularized problem:
⇢

Find uH 2 U such that:
b(uH , v) = `H(v), 8v 2 V.

I The regularized problem can be approached numerically using AFEM:
⇢

Find uh 2 Uh such that:
b(uh, vh) = `H(vh), 8vh 2 Vh.

I Error estimation:

ku � uhkU  ku � uHkU| {z }
regularization

+ kuH � uhkU| {z }
discretization

(by triangular inequality)

 1
�
k`� `HkV⇤
| {z }
regularization

+ kuH � uhkU| {z }
discretization

(by inf-sup stability)



2-step adaptive algorithm:

I Set initial mesh T0 and tolerance " > 0.

I [TH , `H ] = RHS(T0, `, �"/2)

I [Th, uh] = PDE(TH , `H , "/2)

ku � uhkU  1
�
k`� `HkV⇤
| {z }
regularization

+ kuH � uhkU| {z }
discretization

 "
2
+

"
2
= "

Desirable features for constructing the regularized RHS `H :
I Must be adaptively built.

I If so, we need to localize the error k`� `HkV⇤ with some indicator.

I We want `H to be a standard function in some piece-wise polynomial
space such that:

h`H , vhi =
Z

⌦

`Hvh =
X

j

wj `H(xj)vh(xj)



Projection in dual norms



Projection is a minimization problem. Let VH a piecewise polynomial space
defined over an a�ne simplicial mesh TH . Given a rough ` 2 V⇤, we aim to find
`H 2 VH such that:

`H = argmin
gH2VH

k`� gHkV⇤ (Min)

where

k · kV⇤ := sup
v2V

h · , viV⇤,V
kvkV

Fortunately, (Min) is equivalent to the mixed (saddle point) formulation:

8
>>>>>>><

>>>>>>>:

Find (r , `H) 2 V⇥ VH such that:

⌦
JV(r), v

↵
V⇤,V +

Z

⌦

`H v = `(v) 8v 2 V

Z

⌦

gH r = 0 8gH 2 VH

In particular, krkq�1
V = kJV(r)kV⇤ = k`� `HkV⇤ (loc. error representative).



Discrete dual norm projection

Recall the mixed (saddle point) formulation:

8
>>>>>>><

>>>>>>>:

Find (r , `H) 2 V⇥ VH such that:

⌦
JV(r), v

↵
V⇤,V +

Z

⌦

`H v = `(v) 8v 2 V

Z

⌦

gH r = 0 8gH 2 VH

Given a discrete (conforming) piecewise polynomial space Vh ⇢ V defined over
an a�ne simplicial mesh Th, we propose to solve:

8
>>>>>>><

>>>>>>>:

Find (rh, `H) 2 Vh ⇥ VH such that:

⌦
JV(rh), vh

↵
V⇤,V +

Z

⌦

`H vh = `(vh) 8vh 2 Vh

Z

⌦

gH rh = 0 8gH 2 VH



Questions:

1. Is this fully-discrete formulation well-posed and stable?

2. How good is this new approximation `H?

3. Is this new `H a minimizer in some sense?

4. Can we use krhkV as an error indicator for adaptivity?

Under Fortin compatibility condition: There exists a continuous operator
⇧ : V ! Vh such that:

I
Z

⌦

gH ⇧v =

Z

⌦

gH v 8v 2 Vh, 8gH 2 VH

I k⇧vkV  C⇧kvkV, 8v 2 V, with mesh-independent C⇧ > 0

Example of compatible pairs VH/Vh :

I P0/(P1+bubbles) is a compatible pair discretizing W�1,p(⌦)/W 1,q
0 (⌦).

I P1/P2 is a compatible pair discretizing W�1,p(⌦)/W 1,q
0 (⌦).

F. Millar, I. Muga, S. R. & K.G. Van der Zee. Projection in
negative norms and the regularization of rough linear functionals.
Numerische Mathematik (2022) 150:1087–1121.



Fortin compatibility implies ...

1. Is this discrete formulation well-posed and stable? YES!

krhkV  k`kV⇤ and k`HkV⇤ . C⇧ k`kV⇤

2. How good is this new approximation? It’s quasi-optimal!

k`� `HkV⇤  (1 + 2C⇧) inf
gH2VH

k`� gHkV⇤

3. Is this new `H a minimizer in some sense?
Indeed, it’s the minimizer in the discrete dual norm:

sup
vh2Vh

h`� `H , vhiV⇤,V
kvhkV

 sup
vh2Vh

h`� gH , vhiV⇤,V
kvhkV

8gH 2 VH

4. Can we use krhkV as an error indicator for adaptivity? YES!

krhkq�1
V  k`� `HkV⇤  C⇧krhkq�1

V + sup
v2V

h`, v � ⇧viV⇤,V
kvkV| {z }

osc(`)



Numerical Results



W�1,p
projection of Dirac delta in 1D (P1/P2 compatible pair)

Nel = 16 Nel = 32 Nel = 64



Elliptic ODE with projected Dirac delta source (p = 2, P0/P2 C.P.)

⇢
�u00 = �x0 in (0, 1)
u(0) = u(1) = 0

with x0 =
p
2/2.
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2D Dirac delta projection in W�1,p
(P1/P2 C.P.)

Sequence of mesh refinements for p = 1.2



Elliptic PDE on a L-shape domain with Dirac source (Uh = P1)

⇢
��u = �x0 + f

+BCs
such that the exact solution is:

u(x) =
1
2⇡

log (kx � x0k) + kxk
2
3 sin

✓
2
3
(⇡ � ✓x)

◆
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Line source in 2D (P0/P1 + bubbles C.P. )

p=2 p=1.5 p=1.2



Future directions

I Rougher RHS (e.g., derivatives of Dirac delta)

I Non-conforming FEM.

Main reference:

F. Millar, I. Muga, S. Rojas & K.G. Van der Zee.
Projection in negative norms and the regularization of rough linear
functionals. Numerische Mathematik (2022) 150:1087–1121.
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